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Gene expression data and cell cycle division
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Objectives

Identification of the cell cycle expressed genes

Determine of differentially expressed genes:
which genes are involved in different type of cells (cancer versus healthy cells) ?

Clustering and classifying have proven helpful to:

Extract main groups of behaviour expressions

Identify new genes (unlabeled, unknown)

Identify new genes relationships: co-expressed genes, co-regulated genes,
understand genes functions,
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Conventional Approach

Hela data (Whitfield et al. 2002)

Studied genes are preprocessed: non-cyclic expression, unexpressed genes and
noisy expression

Experimentally, a set of reference genes are selected

Each measured gene is assigned to one phase by it’s peak similarity to the
reference genes: Pearson correlation.
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The expression profiles of the 20 reference genes

- The expression profiles of the 20 reference genes, illustrating their peak expression at
one phase during three cell division cycles. The double arrowed lines delimit the time
duration for four cell cycle phases: G1, S, G2 and M.
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Aims

Limitations

No consensus on the well-characterized genes, experimentation bias

Similarity ignores the temporal structure, fixed a priori and unjustified

Aims

Learn the best dissimilarity measure to classify or cluster genes expression profiles.

Propose a well-founded set of reference genes.
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Gene expression progression during the cell division process

periodic profiles

variation on: cell-cycle duration, initial amplitude

amplitude attenuation

tendency and drifts effects
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Which metric for clustering and classifying genes expression profiles ?

Values-based metrics ?
- DTW, Euclidean distance, Manhattan distance, Fréchet distance, LCSS,...

Behavior-based metrics ?
- Pearson correlation coefficient, Qualitative distance (slope, derivative
comparison), Kendall ratio, temporal correlation coefficient, etc...

Values and Behavior-based metrics ?
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Proximity measure specifications

Genes expression are cyclic profiles

Time of peak expression determines the cell-cycle phase assignment,

Genes expression data may include tendency effects, amplitude attenuation,...

Induced constraints ...

r should not include time warping

δE is considered for values proximity measure

cort is considered for behavior proximity measure
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Values & Behavior-based metrics

Dk (S1, S2) = f (cort(S1, S2)) · δE (S1, S2) with f (x) =
2

1 + exp(k x)
, k ≥ 0

k: the contribution of values and of behavior to D
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Adaptive clustering: Partitioning around medoids approach

Motivations

Use the PAM (Partitioning Around Medoids) algorithm to partition the set of
genes into 5 clusters (5 cell cycle phases)

More robust than k-means faced to outliers,

Provide a more detailed analysis of the obtained partition

Indicating for each object if it is (width silhouette):
well classified (i.e., genes well characterizing a cell cycle phase)
or lying on the boundary (genes involved in an inter-phase transition)
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Algorithm steps

Learning Dk

Perform the PAM algorithm based on Dk and for several values of (n, k). Let
Pn,k be the obtained partition.

note Pn∗,k∗ the optimal partition according to two goodness criteria (asw, wb
ratio)

Identification of the well-characterized genes

Extract a kernel set of the p first genes maximizing the silhouette width,

Identify the cell cycle phase of the kernel set,

Assign each cluster to the cell cycle phase of it’s kernel set.

Classification of the expressed cell cycle genes

Assign each gene to the cell cycle phase of the cluster it belongs in.
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Application specifications

Analysis of experimental transcriptomic data from Human cancer cell line
(Whitfield et al. 2002)

Third experimentation

The expression of 1099 periodically expressed genes through 48 instants covering
3 cell division cycles

http://genome-www.stanford.edu/Human-CellCycle/Hela/
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Adaptive Clustering: Identification of the expressed cell cycle genes

Learning the most appropriate Dk

- Perform the PAM algorithm based on Dk for k varying in [0, 6] and n in [4, 10], Pn,k

the obtained partition for a given (n, k).
- (n∗, k∗) = argmaxn,k (avgSil(Pn,k )), Dk∗ is the most appropriate dissimilarity.

Identification of the well-characterized genes

- Extract a kernel set of the N first genes maximizing the silhouette width,
- Identify the cell cycle phase of the kernel set,
- Assign each cluster to the cell cycle phase of it’s kernel set.

Classification of the expressed cell cycle genes

- Assign each gene to the cell cycle phase of the cluster it belongs in.
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Learning the dissimilarity Dk through the partitioning process

- Average silhouette width (left plot) and the within/between ratio (right plot) of
Pn k , n from 4 to 10 and k from 0 to 6
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Average silhouette width of the genes profiles partition

n∗ = 4, k∗ = 5.7: essentially the behavior separate well genes in 4 clusters
Average Silhouette width=0.4: the clustering structure is reasonable
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Identification of the well-characterized genes

-Extract a kernel set of the n = 10 first genes maximizing the silhouette width
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Identify the cell cycle phase of each kernel set

k*=5.9, (S,G1/S ,G2/M,M/G1,G1)
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Assignement of boundary genes
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Metrics efficiency comparision: Random-Periods model for periodically
expressed genes

The sinusoid function characterizing the expected periodic expression of a cell-cycle
gene g (Liu et al. (2004)):

f (t, θg ) = ag + bg t +
Kg√
2π

∫ +∞

−∞
cos(

2πt

Texp(σz)
+ Φg )exp(−

z2

2
)dz,

where θg is explicitly (Kg ,T , σ,Φg , ag , bg ), specific to each gene g

Kg : initial amplitude of the periodic expression pattern

T : cell-cycle duration

σ: governs the rate of attenuation in amplitude

Φg : corresponds to the cell-cycle phase during which the gene undergoes its peak
level of transcription

ag and bg : account for any drift (intercepts and slopes, respectively) in a gene’s
background expression level
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Dissimilarity efficiency for classifying gene expression profiles
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Dissimilarity efficiency for classifying gene expression profiles
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Dissimilarity efficiency for classifying gene expression profiles
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Validation Protocol

A simulation study based on 20000 genes expression profiles,

genes are equally generated from 5 classes (five cell-cycle phases)

each gene expression is observed through 3 cell-cycles on 47 instants,

Four experiments are simulated (500 genes /experiment)

10 samples are generated for each experiment

T=15, Φg=(0, 5.190, 3.823, 3.278, 2.459)

Experiment Kg σ bg ag
number

1 [0.34, 1.33] 0 0 0

2 [0.34, 1.33] [0, 0.115] 0 0

3 [0.34, 1.33] 0 [-0.05, 0.05] [0, 0.8]

4 [0.34, 1.33] [0, 0.115] [-0.05, 0.05] [0, 0.8]
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Proximity measures efficiency for clustering genes expression profiles

For each experiment j ∈ {1, 2, 3, 4} and for each measure δE , Cor, and Cort

a PAM algorithm is used to partition each sample Sij , i ∈ {1, ..., 10} into 5
clusters (5 cell cycle phases)

Three goodness criteria: the average silhouette width (asw), the within/between
ratio (wbr), and the corrected Rand index (RI)

For the adaptive dissimilarity Dk

a PAM algorithm is performed for k varying in [0, 6],

select P ij
k∗, with k∗ = argmaxk (avgSil(P ij

k )),
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Proximity measure efficiency for classifying gene expression profiles

For each experiment j ∈ {1, 2, 3, 4} and for each measure δE , Cor, and Cort

A 10-NN algorithm is performed to classify each sample Sij , i ∈ {1, ..., 10}
The misclassification error rate is evaluated

For the adaptive dissimilarity Dk

the 10-NN algorithm is performed for k varying in [0, 6],

C ij
k∗ is selected with k∗ = argmink (ErrorRate(C ij

k )),
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