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Temporal Data sources

Temporal proximity measures for time series analysis: Motivation

Values-based proximity measures

Behavior-based proximity measures

Adaptive approaches

Unified formalism for time series proximity measures
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Temporal Data

Definition

- A kind of sequence data:
- Ordered set of observations
- Temporal order criterion

Temporal data are ubiquitous

- Web User Behavior Analysis

- Dynamic Social Network Analysis

- User Sentiment Analysis

- Electrical Load consumption Analysis for energy saving: smart grids, smart
meters, ...

- Analysis of sensor network data: intelligent building and homes, electrical
vehicles, ...etc.
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Time series analysis

Objectives

Clustering time series: building groups from unlabeled time series
prototype extraction, dimensionality reduction, ...

Time series classification: time series assignments to known classes

discriminating times series: finding models (functions, rules,...) to differentiate
time series classes, localizing discriminant sub-sequences

Multidimensional exploration of time series datasets estimating relative
proximities, optimizing a given criterion in a lower dimensionality space

General approaches

Multidimensional exploration: MDS, factorial approaches,...

Supervised approaches, semi-supervised (time series totally, partially) labeled,...

Unsupervised approaches (unlabeled time series)

Need of appropriate time series proximity measures !!
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Categories of proximity measures

Values-based proximity measures
without time warping: all Lp norm
with time warping: dynamic time warping, String edits, Fréchet distance (L∞ norm or
Chybechev-norm)

Behavior-based proximity measures (warp vs. no warp)

Behavior and values based proximity measures (warp vs. no warp)
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Notations

S1 = (u1, ..., up) and t1 = (t11, ..., tp1)

S2 = (v1, ..., vq) and t2 = (t12, ..., tq2)

δ2 = (tq2 − t12) the duration of S2 and q its length

General assumptions

δ1 < δ2

p 6= q

t1 and t2 are irregular
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Preprocessing time series

Centering

re-sampling
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Values-based proximity measures

Mappings without time warping

S1 = (u1, ..., up) and t1 = (t1, ..., tp)
S2 = (v1, .vp , vp+1, .., vq) and t2 = (t1, ..., tp , tp+1, ..., tq)

Example: Euclidean distance (L2 norm) δE (S1,S2) =

(
p∑

i=1

(ui − vi )
2

) 1
2

Distance Euclidienne Distance DTW

Invariance over time permutations

Closeness on values

Time series of the same duration and length
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Values-based proximity measures

Mappings including time warping

L: a set of all possible mapping between S1 and S2, r ∈ L defined by a sequence of m
pairs:

r =
(

(u1, v1), ..., (uai , vbi ), (ua(i+1)
, vb(i+1)

), ..., (up , vq)
)

with ai ∈ {1, .., p}, bi ∈ {1, .., q},

a1 = b1 = 1 and am = p, bm = q

and verifying for i ∈ {1, ..,m − 1} (ordering constraint):

ua(i+1)
=


uai
or
u(ai+1)

vb(i+1)
=


vbi
or
v(bi+1)

Distance Euclidienne Distance DTW
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Values-based proximity measures

Dynamic Time Warping (DTW)
Let us consider a new definition of the mapping cost:

|r | =
∑

i=1,..,m

(uai − vbi )
2

Rq: a norm 1 as a divergence between aligned values is also used.

δdtw(S1, S2) = min
r∈L
|r | = min

r∈L
(
∑

i=1,..,m

(uai − vbi )
2)
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Values-based proximity measures

Dynamic Time Warping (DTW)

Figure: Three possible alignments (paths) between xi and xj

Figure: The optimal alignment path between two sample time series with time warp (left), without
time warp (right)
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Other variants: a different path cost...

Fréchet distance
We note |r | the mapping cost representing the maximum span between coupled
observations (L∞ norm):

|r | = max
i=1,..,m

|uai − vbi |

δF (S1, S2) = min
r∈L
|r | = min

r∈L
( max
i=1,..,m

|uai − vbi |)
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Other variants: a constrained path...

Figure: Speed up DTW using constraints: (a)Sakoe-chiba band (b)Asymmetric sakoe-chiba band
(c)Itakura parallelogram
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The DTW implementation

S1 = (u1, ..., up), S2 = (v1, ..., vq) and c(ui ; vj ) a cost function

- Basic steps of the DP algorithm of the DTW (S1, S2)

1 D(1; j) =
∑j

k=1 c(u1; vk ); j ∈ [1; q]

2 D(i ; 1) =
∑i

k=1 c(uk ; v1); i ∈ [1; p]

3 D(i ; j) = min{D(i − 1; j − 1),D(i − 1; j),D(i ; j − 1)}+ c(ui ; vj )

i ∈ [1; p]; j ∈ [1; q].
The time cost of building this matrix is O(pq)
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Illustration (1)
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DTW path
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Obtained alignment
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Illustration (2)

15 synthetic time series

3 classes: F1 = {1, ..5}, F2 = {6, ..10} and F3 = {11, ..15}

F1 = {f1(t)/f1(t) = g(t) + 2t + 3 + ε}
F2 = {f2(t)/f2(t) = µ− g(t) + 2t + 3 + ε}
F3 = {f3(t)/f3(t) = 4g(t)− 3 + ε}

- g(t): a random discrete function,
- µ = E(g(t))
- ε N(0, 1),
- 2t + 3: a linear trend effect.
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Illustration (2)

Both the Euclidean distance and the dynamic time warping give Si closer to Sk
than to Sj ,

dE (Si , Sk ) = 4.24 < dE (Si , Sj ) = 15.13 < dE (Sj ,Sk ) = 16.15

ddtw (Si , Sk ) = 6 < ddtw (Si , Sj ) = 29 < ddtw (Sj , Sk ) = 29
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Clustering time series

Hierarchical clustering
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Behavior-based proximity measures

Behavior definition prior to the proximity measure proposition !

- S1, S2 are of similar behavior ⇔ ∀ [ti , ti+1] they increase or decrease simultaneously
(monotonicity) with the same growth rate
- S1, S2 are of opposite behavior ⇔ ∀ [ti , ti+1] when S1 increases, S2 decreases and
vice-versa with a same growth rates (in absolute value)

Main techniques to recover time series behaviors

Slopes, derivatives, ... comparison

Ranks comparison (Kendall, Spearman coefficients)

Pearson correlation coefficient
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Behavior based proximity measures

slopes, derivatives, ... comparison

S1 = (u1, ..., up), S2 = (v1, ..., vp)
t1 = (t1, ..., tp)

δderiv (S1, S2) =

(
p∑

i=1

(
ui+1 − ui

ti+1 − ti
−

vi+1 − vi

ti+1 − ti
)2

) 1
2
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Behavior-based proximity measures

Kendall and Spearman conventional similarity between ordered variables

f (ui , u
′
i ) = 1 if ui < u′i

= −1 if ui > u′i

= 0 if ui = u′i

S∗1 = (f (u1, u2), f (u1, u3), ..., f (up−1, up))

S∗2 = (f (v1, v2), f (v1, v3), ..., f (vp−1, vp))

Kendall(S1, S2) = cor(S∗1 , S
∗
2 )

Remark: i = 1, ..., p assumed independent, overestimation of the behavior proximity,
ignores growth intensity
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Behavior-based proximity measures

Let r(ui ) be the rank of ui

S∗1 = (r(u1), ..., r(up))

S∗2 = (r(v1), ..., r(vp))

Spearman(S1, S2) = cor(S∗1 , S
∗
2 )

Remark: i = 1, ..., p assumed independent,overestimation of the behavior proximity.
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Behavior-based proximity measures

Pearson correlation coefficient

Cor(S1,S2) =

∑
i,i′ (ui − ui′ )(vi − vi′ )√∑

i,i′ (ui − ui′ )2
√∑

i,i′ (vi − vi′ )2

Overestimate the behavior proximity (involves all pairs of observations)
sensitive to tendency effects
generally used for a mapping not involving time distortion, but easily generalized to
mapping r including time distortion



Plan Time series structure Learning from time series: Motivation Proximity measures between time series References

Behavior-based proximity measures

Temporal correlation coefficient

cort(S1,S2) =

∑p−1
i=1 (ua(i+1)

− uai )(vb(i+1)
− vbi )√∑p−1

i=1 (ua(i+1)
− uai )

2
√∑p−1

i=1 (vb(i+1)
− vbi )

2

cort = 1 ⇔ Similar behaviors,
cort = −1 ⇔ Opposite behaviors,
cort = 0 ⇔ Different behaviors
Noise sensitive



Plan Time series structure Learning from time series: Motivation Proximity measures between time series References

Illustration of cor vs cort distribution
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Behavior and values based proximity measures

Basic behavior and values proximity measure: a weighted linear function
combining values and behavior proximity measure

Adaptive proximity measure

Dk (S1, S2) = f (B(S1, S2)) · V (S1, S2) with f (x) =
2

1 + exp(k x)
, k ≥ 0
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k: the contribution of values and of behavior to D (to be learned)
B : the behavior based proximity
V : the values based proximity
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Behavior and values based proximity measures

Example:
- Let r = ((u1, v1), ..., (up , vq)) (without time warping)
- δE the proximity on values and cort the proximity on behavior

The adaptive proximity measure between S1 and S2:

Dk (S1, S2) = f (cort(S1,S2)) · δE (S1, S2)

Remark: V and B should be evaluated on the same mapping r
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Unified formalism
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